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Abstract- Feature selection has been an active research area in data mining. The main idea of feature
selection is to choose a subset of input variables by eliminating features with little or no predictive
information. Feature selection can significantly improve the comprehensibility of the resulting classifier
models and often build a model that generalizes better to unseen points. In this paper, genetic algorithm
and Compound featuristic genetic algorithm are compared. The comparison on feature selection, reduced
attributes produced by genetic algorithm is 6 where reduced attributes produced by the Compound
featuristic genetic algorithm is 4. In addition, genetic algorithm and Compound featuristic genetic
algorithm are compared under non-fuzzy and fuzzy classifier to obtain the highest accuracy. Fuzzy
Decision tree, Fuzzy Naive Bayes, Fuzzy Neural network and Fuzzy K-means ar e studied under the genetic algorithm
and Compound featuristic genetic algorithm. Results exhibit that the Fuzzy K-means classification technique
outperforms than other three classification techniques after incorporating fuzzy techniques, also Fuzzy K-means
under Compound Featuristic Genetic Algorithm produces the higher accuracy than genetic algorithm. The
experiments are carried out on public domain datasets available in UCI machine learning repository
heart data set and it isimplemented in MATLAB.

Keywords- Naive bayes, Kreans, Neural network, Decision tree, Fuzzy, Genstemetic, Compoun
featuristic genetic, Heart disease.

I. INTRODUCTION

Data Mining refers to using a variety of techniquesdentify suggest of information or decision maki
knowledge in the database and extracting theseviayathat they can put to use in areas such asida@upport
predictions, forecasting and estimat Feature selection is a process that selects pettiestures as a subset of
original features. Feature selection is one ofitiygortant and frequently used techniques in dag@nacessini
for data mining.. Hence feature selection is a rntm#dentify and remove are irrelevant/redundaatdees. It cai
be plied in both unsupervised and supervised lear Classificationis a data mining occupation that assi
items in a collection to target categories or @das€lassification involves finding rules that fienm the data int
disjoint groups. The goal of classification is twarately predict the target class foch case in the da

Fuzzy logic allows reasoning with these uncertants to infer new facts, with a degree of certs
associated with each fact. Fuzzy Set is any seatlmavs its members to have different grades ofivership ir
the interval [0, 1]Here, fuzzy classifier Fuzzy Decision tred;uzzy Naive Bayes, Fuzzy Neural network .
Fuzzy K-means aresed to get higher accura

Genetic Algorithm incorporates natural evolutionthoglology. The genetic search starts with zerdbatts,
and aninitial population with randomly generated rulesasBd on the idea of survival of the fittest, r
population is constructed to comply with fitteskesuin the current population, as well as offspifighese rules
Offspring are generated by applyilgenetic operators cross over and mutation. Theegsoof generatic
continues until it evolves a population P wherergvale in P satisfies the fitness thresh:

Heart disease was the major cause of casualtigne idifferent countries including Ira. Heart disease kills
one person every 34 seconds in the United States.\World Health Organization estimated that 60%het
world's cardiac patients are Indian.
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The rest of this paper is organized as follows: bégin with a review of fuzzy classifiers, genegied
memetic method in section Il, Section Il presetdsa source. In section IV, we describe in detgibrithms
used for implementation. Section V compares theeexpgental analysis performed with datasets. Finsdigtion
VI gives the concluding remarks.

[I.  LITERATURE SURVEY

The numerous of literatures have been reviewedhhee paying attention on classification, fuzzy aed
feature selection. These studies have related factiee feature selection and achieved high clesdion
accuracies. Here we quote a small number of example

Harleen et al. [6] examined the potential use atsification data mining technique like decisicgefrrule
induction and artificial neural network for diagioef diabetic patients.

Carlos Ordonez [5] implemented efficient searchdimgnosis of heart disease comparing associaties r
with decision trees. Association rules were compaoepredictive rules mined with decision treesyedl-known
machine learning technique. In this work constrdiassociation rules were used to predict multiplated target
attributes, for heart disease diagnosis. The gaa W find association rules predicting healthyerégs or
diseased arteries, given patient risk factors aadical measurements.

Latha Parthiban et al. [9] introduced a new apprdaased on coactive neuro-fuzzy inference systamaas
presented for prediction of heart disease. Theqseg coactive neuro-fuzzy inference system modabated
the neural network adaptive capabilities and tlzzylogic qualitative approach which was then irdged with
genetic algorithm to diagnose the presence of ideade.

Sellapan Palaniappan et al. [12] developed a proointelligent Heart Disease Prediction Systemgisliata
mining techniques, namely, Decision Trees, NaivgeBaand Neural Network. The most effective model to
predict patients with heart disease appears todieeNBayes followed by Neural Network and DecisSioees.

Asha Rajkumar et al. [3], projected the data cfeesgion and it was based on supervised machinmilez
algorithms which result in accuracy, time takerbtold the algorithm. This paper dealt with the fesin the
field of data classification obtained with Naivey®a algorithm, Decision list algorithm and k-nearesighbor's
algorithm. Naive Bayes algorithm played a key inlshaping improved classification accuracy of taset.

Srinivas, K et al. [8], automated a system for roabidliagnosis would enhance medical care and rechats.
In this paper popular data mining techniques napiescision Trees, Naé Bayes and Neural Network were
used for prediction of heart disease.

M.Anbarasi et al. [10] exhibited that Decisiore@rwas used to predict the diagnosis of patierits thie
same accuracy as obtained before the reductionrobar of attributes. Genetic algorithm was usedetermine
the attributes which contribute more towards tlagdosis of heart ailments which indirectly redutteelnumber
of tests which are needed to be taken by a paffdmntteen attributes are reduced to 6 attributeésgugenetic
search. Subsequently, three classifiers like NBayes, Classification by clustering and Decisioe€lwere used
to predict the diagnosis of patients with the saameuracy as obtained before the reduction of nunober
attributes. Naive Bayes performed consistently feend after reduction of attributes with the sammdel
construction time. Classification via clusteringfpemed poor compared to other two methods.

K. Rajeswari et al. [7] discussed to reduce the memof features using Genetic algorithms is made T
system was a theoretical study which proposed im@fhgation of Machine Intelligence algorithms. More
important features are selected using Genetic Algurand a Risk factor can be made by summing tis& R
score’s of the various features. It was anticipateat data mining could help in the identificatiofh risk
subgroups of subjects for developing future evants it might be a decisive factor for the selectdnherapy,
i.e., angioplasty or surgery.

A.Pethalakshmi et al [1] proposed the Compoundufestic genetic algorithm to pick a small subset of
features. The method described in this paper ha®ulstrated that the approach was reducing the nuofbe
features selected as well to increase the claadit rate. Among 13 attributes in the heart data4 attributes
only preferred for decision making. It brought indtay in reducing execution time and improving pcéde
accuracy of the classifier and examined the pedoa of four fuzzy classifiers using the algoritbm heart
data. The fusion of Fuzzy Logic with the classHi@ecision trees, K-means, Naive bayes and Neetalank
were used to evaluate the accuracy of occurrenbeant disease.

Bala Sundar.V et al [4] proposed K-Means clustetexhnique in prediction of heart disease diagnegis
real and artificial datasets to find the accurathie result showed that the integration of clustgrgave
promising results with highest accuracy rate arglstness. The methods for Heart Disease Prediotere
Decision Tree, Naive Bayes, Neural Network and. Kakis techniques had been used.
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1. DATA SOURCE

In this paper, we use the heart disease data fraghime learning repository of UCI [7]. We have t@&83
instances of which 164 instances belonged to tldttheand 139 instances belonged to the heart shsézghe
clinical features have been recorded for eachrigstalhe attributes are:

TABLE 1: ATTRIBUTES AND DESCRIPTION

Attributes Description

Age Instance age in years

Sex Instance gender

Cp Chest Pain Type (value 1: typical type 1 angiwaue2: typical type
angina, value3: non-angina pain, value 4: Asymptana

Trestbps (mmhg) Resting blood pressure

Chol(mg/dl) Serum Cholesterol

Fbs Fasting Blood Sugar (value 1: >120 mg/dl; va@hisd 20 mg/dl)

Restecg resting electrographic results (value O:abrmalue 1: having ST-T wave
Abnormality; value 2: showing probable or definiteft ventricular
hypertrophy)

Thalach Maximum Heart Rate Archieved

Exang Exercise induced angina (value 1: yes; vaium)

Old peak ST depression induced by exercise

Slope the slope of the peak exercise ST segmahig\l: unsloping; value 2:
flat; value 3: down sloping)

CA number of major vessels colored by floursopyugd-3)

Thal (value 3: normal; value 6: fixed defect; \allireversible defect)

V. ALGORITHMS USEDFOR COMPARISON

In this section we compare the two feature seleatiethods, genetic algorithm and compound feattirist

genetic algorithm. The existing genetic algorittembt well suited to fine tuning structures in céempsearch
spaces and have its own disadvantages like preredattonvergence and population diversity. It can be
hybridized with local searches are also known asatie algorithms, can greatly improve their effraig. Here,
we recommend the compound featuristic genetic #hgor works with variable composite chromosomesictvh
are used to represent solutions. The operatioheofilgorithm consists of using a niching selectizathod for
selecting pairing parents for reproduction, perfogrdifferent genetic operators on different partshe paired
parents, applying local search operations to e#fspring, and carrying out a niching competitioplezement.
The output of the algorithm is the best solutiom@mtered during the evolution. Because there Weresteps
changed in genetic algorithm and proposed the thgevithm, named as compound featuristic genetioritlym.
In compound featuristic genetic algorithm, comptihie fitness value of child and parent, if betténdss of child
is better than child, the worst parent is repldmgdhild. For this reason, compound featuristioegie algorithm
is better than genetic algorithm. The steps of tieragorithm and compound featuristic genetic &thon are
described below:

Genetic Algorithm:

The steps of the existing genetic algorithm aregibelow:
Step 1: Initialize the population and enter Step 2.
Step 2: Ranking the individuals using any rankinghmoé and enter Step 3.

Step 3: Now the genetic algorithm in conjunctiothmthe classification method is used to selectsthallest subset of data
from the above selected M values that gives maxiraoouracy.

Step 4: Recombine individuals generating new ondsater Step 4.

Step 5: Mutate the new individuals and enter step 5
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Step 6: If the stopping criterion is satisfied, $T,therwise, replace old individuals with the nemes restructure the
population tree and return to Step 2.

Step 7: Finally presents a fitness function to &8 ( x ) = A( x ) + P/N ( x ) to maximize the a@my where for
chromosome x

Compound featuristic genetic algorithm [1]:

The steps of the compound featuristic algorithmiltustrated below:
ProcedureCompound Featuristic Genetic Algorithm;

Begin

Initialize population;
for each individual to local-search individual;
repeat
for individual = 1 to #crossovers do
select two parent individuall, individual? in pogtibn randomly;
individual3:=crossover(individuall, individula2);
individual3 := local-search (individual3);
find smallest HD(child, individual3);
of those find parent with worst fitness;
calculate fitness (child);
if better fitness: exchange (child, individual3);
add individual i3 to population;
end for;
for individual=1 to #mutations do
select an individual of population randomly;
individual{m}:=mutate(individual);
individual {m} := local-search (individual{m});
find smallest HD(child, individual{m});
of those find parent with worst fitness;
calculate fitness (child);
if better fithess: exchange (child, individual{m});
add individual {m} to population;
end for;
population :=select (population);
if population converged then
for each individual of best populations do indiual :=local-search (mutate(individual));
end if
until terminate = true;

end

V. EXPERIMENTAL ANAYSIS

Heart data set from UCI Machine Learning Repositsrgonsidered for experiment. The data set ihytiads
13 attributes. Experiments are conducted with MABLAN the concept of feature selection, Reduceditinp
attributes by genetic algorithm are Cp - Chest Fajpe, Trestbps (mmhg)- Resting blood pressurengxa
Exercise induced angina, Old peak - ST depressidoced by exercise, CA - No. of vessels colored by
floursopy and Thalach -Maximum heart rate achie¥edong the thirteen features, Reduced attributbgesed
for heart data set after affecting the Compountufesiic genetic algorithm are: Cp - Chest Pain &yprestbps
(mmhg)- Resting blood pressure, Exang - Exercidadad angina and CA - No. of vessels colored duyrflopy.
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To enhance the prediction of classifiers, Fuzzyclag incorporated with classifiers. The Fuzzy slfsrs
such as Fuzzy Decision tree, Fuzzy Naive Bayeszy-eural network and Fuzzy K-means are used for
diagnosis of patients with heart disease. The fdassifiers are studied under the genetic algoritomd
Compound featuristic genetic algorithm. The datasetaluated using 10-fold cross validation arerdsults are
compared the classification accuracy. Comparatizdyais of various classifiers is shown in Tablar@ Figure
1. Observations exhibit that the Fuzzy K-means sifiaation technique outperforms than other three
classification techniques after incorporating fureghniques, also Fuzzy K-means under Compoundiifsat
Genetic Algorithm produces the higher accuracy tpametic algorithm.

TABLE 2: COMPARATIVE ANALYSIS OF VARIOUS CLASSIFIERS

Classifiers Classifiers Fuzzy classifiers without Genetic| Fuzzy classifiers Fuzzy Classifiers
with Genetic algorithm with Genetic with Compound
algorithm featuristic genetic
Decision Tree 77.5203 81.14 83.77 86.8200
NaiveBayes 79.9276 80.76 83.88 88.9657
Neural network 82.6799 80.71 83.94 91.4692
Kmeans 89.1687 90.85 94.47 98.5167
120 1 Performance analysis of classifiers = Decision Tree
= NaiveBayes
100 - Y
Neural network
80 - mKmeans
60 -
40 -
20 -
0 .

Classifiers with Fuzzy classifieruzzy classifiers  Fuzzy
Genetic without Genetic with Genetic Classifiers with
algorithm algorithm Compound
featuristic
genetic

Figure 1: Performance Analysis of Classifiers

VI. CONCLUSIONAND FUTUREWORK

We conclude this paper, from the results, it isvptbthat the Compound featuristic genetic algorithm
produced minimal trim down for the data sets. Conmgbfeaturistic genetic algorithm picks a small sathof
features than genetic algorithm that is used talipreheart disease. The method described in thiemphas
demonstrated that the approach is able to redueentimber of features selected as well to increbse t
classification rate. Among 13 attributes in therh@ata set, 4 attributes only preferred for decisinaking. It
would be a promising algorithm for the heart diseal$ over the world in present scenario. To gghltdaccuracy
for classification and reduce the attributes of eart dataset. Out of the four classifiers, fugapeans inside
Compound featuristic genetic algorithm provides ltlest result. This investigation assists in the pemxity of
processing time and space also requires much d@sputation. In near future, this work can be extdm@same
by exploring other data mining techniques for thielligent Heart Disease Prediction System.
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